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This paper contains additional details of the data and thmason of the model in our paper
“Preferences and Incentives of Appointed and Elected Pdificials: Evidence from State Trial
Court Judges”. We describe the details in the following ard) the main features of sentencing
data and the aggregation procedure, (2) details of theialdielection systems in Kansas, (3) data
on political climate, (4) data on exit decisions, (5) an ml&ive specification for the reelection
probability of appointed judges, and (6) the procedure ohterfactual experiments.

1 Sentencing Data and the Aggregation Procedure

In this section, we document the composition of the raw sextg data, its major features, the
aggregation procedure we used to generate the aggregadmsag variable used in the paper,
and robustness checks of the sentencing patterns withataspearious aggregation schemes.

1.1 Composition and Major Features of the Raw Data

The raw sentencing data contains rich information on edofiral case. The set of major variables
that we use in our analysis are listed in Table 1. Under theska&riminal Sentencing Guidelines

Table 1: Major Variables in the Sentencing Data

Variable Type | Variables

Basic Information County, Sentencing Date, Sentencing Judge, Date of Caowjdiype of Counsel
Major Case Characteristics Defendants’ Criminal History, Name of Primary Offense off@ition, Severity Level
Sentencing Outcome Guideline Range Imposed, Type of Departure, prison seimgfmonth

*Lim: Department of Economics, Cornell University, 404 Ukll, Ithaca, NY 14853 (e-mail: claire-
lim@cornell.edu).



(Figure 1 on page 3), judges’ discretion in a given case isrdehed by two case characteristics:
defendants' criminal history andseverity level of primary offense. Each felony case is classified

into one of the 90 categories in the sentencing guidelin€gyare 1, based on the criminal history
of defendants (9 categories: categoryA) and the severity of primary offense (10 levels: level 1
~ 10). Table 2 shows examples of offenses that constitute saarity leveft As shown in Table

Table 2: Examples of Offenses in Each Severity Level

Severity Level| Offense

Level 1 Murder in the first degree - attempt

Murder in the second degree - intentional

Rape; sexual intercourse; no consent; overcome with fartean
Aggravated kidnapping

Level 2 Murder in the second degree - reckless

Rape; knowingly misrepresenting sexual intercourse lggal
Aggravated criminal sodomy

Level 3 Voluntary manslaughter

Aggravated robbery
Level 4 Aggravated battery; intentional, great bodily harm

Involuntary manslaughter while under the influence of atd¢an drugs
Level 5 Involuntary manslaughter

Battery

Sexual exploitation of a child
Theft; $100,000 or more

Level 6 Arson
Aggravated assault on a law enforcement officer
Level 7 Aggravated assault
Perjury
Level 8 Aggravated battery; reckless; bodily harm with deadly veeap
Level 9 Aggravated endangering a child

Theft; at least $1,000 but less than $25,000

Burglary; motor vehicle, aircraft, or other means of corasmge
Level 10 Bigamy

Incest

Nonsupport of a child

2, serious offenses such as rape and murder, which arevedyatnore often publicized by media,
belong to high severity levels (levekb).

For each of the 90 categories in Figure 1, the guideline fipedhree numbers - minimum,
standard, and maximum jail time. The judge can choose ahija between the minimum and
the maximum. Table 3 shows the overall distribution of casebe raw sentencing data across
severity level and the category of defendants’ criminaldmis The sentencing guideline and the
case distribution show two features that are noteworthy.

LA complete manual for severity level classification of criali offenses is available at http://www.accesskansas.
org/ksc/2007desk.shtml.



Figure 1: Kansas Criminal Sentencing Guidelines
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Note: The first, the second, and the third numbers in eacly@atere minimum, standard, and maximum prison time spedifiethe law. The
bright area in the upper-left part of the table is the catggbrcrimes for which presumptive sentencing is imprisonm@&e dark area in the
lower-right part of the table is the category of crimes foriethpresumptive sentencing is probation.

Table 3: Distribution of Cases across Severity Levels an@émants’ Criminal History

Severity Category of Defendants’ Criminal History
Level A B [} D E F G H | Total (Row)

| Frequency 49 46 76 57 38 24 64 54 241 649
Proportion (%) | 0.09 0.09 0.14 0.11 0.07 0.04 0.12 0.10 0.4b 1.20
I Frequency 16 24 30 38 19 15 42 41 184 409
Proportion (%) | 0.03 0.04 0.06 0.07 0.04 0.03 0.08 0.08 0.3 0.76

1] Frequency 166 186 240 195 156 92 211 186 877 2,309
Proportion (%) | 0.31 0.34 0.44 0.36 0.29 0.17 0.39 0.34 16 4.28
Y] Frequency 44 51 68 70 32 38 68 64 245 780
Proportion (%) | 0.08 0.09 0.13 0.13 0.06 0.07 0.13 0.12 0.45 1.26

Vv Frequency 272 289 374 264 223 153 337 445 1,590 3,947
Proportion (%) | 0.50 0.54 0.69 0.49 0.41 0.28 0.62 0.82 2.9 7.31

VI Frequency 76 87 93 72 71 51 119 115 448 1,132
Proportion (%) | 0.14 0.16 0.17 0.13 0.13 0.09 0.22 0.21 0.88 2.10

Vil Frequency 677 787 1,332 798 1,130 686 1,246 1,183 3,141 10,980
Proportion (%) | 1.25 1.46 2.47 1.48 2.09 1.27 2.31 2.19 5.8 20.34

Vil Frequency 387 506 1,040 363 1,677 654 1,071 873 2,000 8,571
Proportion (%) | 0.72 0.94 1.93 0.67 3.11 1.21 1.98 1.62 3.7 15.88

IX Frequency 926 1,289 2,475 967 2912 1,524 2,548 2,377 4,711 19,729
Proportion (%) | 1.72 2.39 4.59 1.79 5.39 2.82 4.72 4.40 8.7 36.55

X Frequency 232 368 626 332 772 402 803 552 1,487 5,574
Proportion (%) | 0.43 0.68 1.16 0.62 1.43 0.74 1.49 1.02 276 10.33

Total Frequency 2,845 3,633 6,354 3,156 7,030 3,639 6,509 5,890 14,p24 53,980
(Column) | Proportion (%) | 5.27 6.73 11.77 585 13.02 6.74 12.06 1091 2765 100

Note: The 90 cells made by the severity level and the crinfifsdbry in this table correspond to the 90 cells in the sesibgnguidelines (Figure 1).
The upper number in each cell shows the frequency of casdéshanower number shows the proportion of cases in the cedngnall the cases.



First, in the sentencing guidelines, there is a substadéglee of variation in the standard
prison time (i.e., the prison time recommended by the lawpssboth categories of defendants’
criminal history and the severity level. This feature ineglithat we should take the minimum
and the maximum jail time specified in the guidelines intostderation in measuring a judges’
sentencing harshness. That is, the measure of sentenesigibas should beormalized relative
to the guidelines. If we use absolute (non-normalized)tjaie to measure sentencing harshness,
even a small degree of variation in the severity level ofrestes in the pool of cases handled by each
judge will result in inadequate variation in the measure arfshness. Hence, in the aggregation
procedure described below, we use sentencing outcomeshpechrelative to the guidelines.

Second, in Table 3, high-severity levels (level I-V) cong#@ approximately 15% of all cases.
Additionally, the first four categories of defendants’ cimal history (category A-D) constitute
approximately 30% of all cases. Since severe crimes by walwiwith lengthy histories consti-
tute a relatively small proportion of cases, if we give equealght to each case, the measure of
sentencing harshness is likely to be driven by sentencitigrpa for low-severity offenses. In
reality, however, the type of offenses for which a sentegdecision becomes an important issue
are of high severity. Therefore, to reflect the importanceaxth sentencing decision correctly,
it is necessary to give large weight to high-severity ofemngn measuring sentencing harshness.
Specifically, we usetandard prison time specified in the sentencing guidelines as the weight of
each case.

Before describing the aggregation procedure in detail, @@ichent additional major features
of the raw sentencing data that lead to our design of the ggtiom procedure:

(1) Discreteness of the jail time variable While judges’ discretion in sentencing has a continuous
nature according to the law (given that they can choose ahiijee between minimum and the
maximum), the data on sentencing is almost discrete in gvdicts are concentrated on one of the
three points - minimum, standard, and maximum jail time gniegd by the guidelines. Figure 2
shows the distribution of sentenced jail time for cases aébere crimes (severity level 1-5 out of
10 levels) when we normalize sentenced jail time at [0,18rval. As the figure shows, there are
strong concentrations at three different points - 0 (mimmy0.5 (standard), and 1 (maximum).

The strong concentrations at these three points make$ididiito use concepts such as quintile
to measure sentencing harshness even though it may be alsai®ice in the abstract. More
specifically, for high severity (severity level 1-5) cas@gminimum sentencing) constitutes 45
percent, 0.5 (standard sentencing) constitutes 15 peahtl (maximum sentencing) constitutes
18 percent of the cases. The rest of the data is sparselydsfBeeause of this almost-discreteness
of sentencing decisions,is more appropriate to regard sentencing as a discrete decision.

(2) ‘Guideline’ variable in the raw data: There is also a (discrete) variable in the raw data named
‘guideline (coded by the sentencing commission that collected thedata) that classifies each
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Figure 2: Distribution (Kernel Density Estimate) of the Nalized Jail Time

sentencing decision into one of the following categoriegafidard”, “mitigated”, “aggravated”,
and “departure”. Three categories, “standard”, “mitigétend “aggravated”, of the ‘guideline’
variable roughly correspond to the standard, minimum, amdimum jail time prescribed by
the sentencing guidelines. Additionally, “departure”egiry captures sentencing decisions that
deviate from the range prescribed by the sentencing gaekeliThe overall proportion of departure
decision was small (around 5% of the whole cases). To avdigstivity in classifying sentencing
decisions into categories, we use the ‘guideline’ varigiotesided by the sentencing commission
in the aggregation procedure described below. We use dasign “standard”, “mitigated”, and
“aggravated” category of the ‘guideline’ variable as they.d&or cases with “departure” decisions,
there is a separate variable in the data that shows whetewtre upward departure (sentencing
above the maximum) or downward departure (sentencing klewinimum). Cases that resulted
in upward (downward) departure are merged into cases wifrévated” (“mitigated”) decisions.
Through this step, all sentencing decisions are classiitedine of the three categories: mitigated,
standard, and aggravated.

(3) Discrete-to-discrete aggregation with weightsGiven the discrete nature of the sentencing
variable, the appropriate aggregation scheme should bihatmaps discrete sentencing decisions
in about 87 cases to one discrete choice for each judgeehgivming each case a different weight
based on its importance (severity). We uggghed mode as the aggregated measure, where the
weight is the standard prison time for each case specifieddxyentencing guidelines. We describe
the aggregation procedure in greater detail in Section 1.2.

1.2 Aggregation Procedure of Sentencing Data

The aggregation is done in two steps. In the first step, ds@entencing decisions in the three
categories - mitigated, standard, and aggravated, desicebove - in on average 87 decisions



for each judge-period are aggregated into one the thresidasi- Lenientl(), Standard §), and
Harsh H). In the second step, we divide the Stand&@)dcategory in the first step into three sub-
categories: Standard-harsBH(), Standard $), and Standard-lenien8l(). Hence, the two-step
procedure results in five categories.

Figure 3: Aggregation of Sentencing Decisions
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(1) First Step:

We weight thefrequency of each of mitigated, standard, and aggravated decisidnth stan-
dard prison time in the guidelines. Let us consider the failhg example (Table 4). Suppose that
a judge makes decisions in six cases A, B, C, D, E, and F in ag¢geas follows: A-mitigated,
B-standard, C-aggravated, D-mitigated, E-standard, amdtigated. Further, suppose that the pri-
mary offense and the defendant’s criminal history in ead®gaelds the standard prison time of
9, 66, 160, 43, 130, or 12 months, respectively (based onathteiscing guidelines in Figure 1).
In aggregate, “mitigated”, “standard”, and “aggravatedtidions receive a total score of 64, 196,

Table 4: Example — Aggregation of Sentencing Decisionsf{tkestep)

Case Severity Category of Weight Sentencing
Level | Criminal History | (Standard Prison Time]] mitigated | standard| aggravated
A IX F 9 vV
B v D 66 vV
C Il F 160 vV
D VI A 43 vV
E Y A 130 Vv
F Vil I 12 vV
Total Score 64 196 160
Decision : S (Standard)

Note: The table of sentencing guidelines on page 3 yieldstdraard prison time used as the weight for each case.

and 160 months, respectively. If the “mitigated” decisi@tisgthe highest total score, we classify
the aggregated decision of the judge-period as Lenléntlf the “aggravated” decision gets the
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highest score, we classify the aggregated decision as tdjslf the “standard” decision gets the
highest score, we classify the aggregated decision as &t@). In the example, the “standard”
decision has the highest score. Therefore, the sentenditogroe in the period is classified as
Standard in this first step.

Following this first step of the aggregation scheme leadsddlistribution that is highly concen-
trated on Standard (S) decision. In the first-stage of dlaation, the Standard category constitutes
more than 70% of the aggregated decisions.

(2) Second Step:The purpose of the second step is to further divide the Stdncegory into
three sub-categories in order to more finely capture thetan in judges’ sentencing decisions.
If the aggregation in the first step results in classificatitio H or L, no further classification
occurs. If the first step resulted 8 we conduct further classification giving weights only te th
high-severity (severity I-V) casé&sTable 5 illustrates the second step with the example coreide
above. In the example, cases B, C, and E belong to the highitydegel. Hence, these three cases
are counted in the second step of the aggregation. In thicpiar caseSis still the category that
receives the highest score in the second step. Hence, thed##dt of aggregation iS. If L or

H receives the highest score in the second step, the finalfdaten result would beéSL or SH,
respectively.

Table 5: Example — Aggregation of Sentencing Decisionsgdu®nd step)

Severity Category of High : Sentencing
Case Level | Criminal History | Severity Weight mitigated | standard| aggravated
A IX F No 9 vV
B v D Yes 66 vV
C I F Yes 160 vV
D VI A No 43 Vv
E Y A Yes 130 Vv
F VI I No 12 Vv
Total Score 0 196 160
Decision : S (Standard)

1.3 Robustness of the Major Sentencing Patterns

In this section, we document the robustness of the majoeseimtg patterns with respect to alter-
native aggregation procedures. The two major sentencittgrpa with which we check the robust-

2There is a natural reason to give special weight to high+itgtevel cases: High severity cases have significantly
more variation in sentencing outcomes than low severitgsd®. Specifically, less than half of sentencing decisions
for high severity cases are “standard” decisions (in théd'gline’ variable), while 69% of sentencing decisions for
low severity cases are “standard” decisions. Hence, higérgg cases are not only socially more important, but they
are also the cases that convey more information about i@riatross judges.
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ness are as follows: 1) there is a substantial differencgd®et sentencing patterns in conservative
districts and liberal districts when judges are elected|eathere is little difference between con-
servative and liberal districts when judges are appoirgRepublican judges are not harsher than
Democrats when judges are elected.

In checking the robustness of these two patterns, we trg thiternative measures. We describe
the procedures by which the alternative measures are coted; and we document the major
patterns.

1.3.1 Alternative Measure A: aggregation from 5 decisionsd 5 decisions

For the first alternative measure we try (“alternative mea#\l), the outcome of the aggregation
is five categories, as in the case of the baseline measureagldrusur main analysis. The main
difference between alternative measure A and the basel@zesune is in the processing of case-
level decisions. For alternative measure A, we classifhease-level decision into five categories,
while we used three categories (mitigated, standard, agthegted) for case-level decisions in
constructing the baseline measure.

The aggregation is completed in two steps. In the first stegmevmalize sentencing harshness
on a [0,1] scale, relative to the minimum and the maximumtijaik in the sentencing guidelines.
Then, we classify the sentencing outcome in each case tonfieevals: [0, 0.2), [0.2, 0.4), [0.4,
0.6), [0.6, 0.8), and [0.8, 1.0]. Decisions in each of thege iintervals are labeled ds S, S,
SH, andH. For each judge-period, we choose the weighted mode of s#is;aising the standard
prison time for each case as the weight. This step aggregateserage 87 decisions in each
judge-period to one decision in one of the five categoriess fiifst step is similar to the first step
of the aggregation procedure for the baseline measuredunted on page 6, except that we use
five categories instead of three categories in the first step.

If the first step resulted ih, SL, SH, or H, then no further classification occurs. If the first
step resulted irg, then we divide the categoiyinto three subcategorieSH, S, andSL, in the
second step. We give weights only to categories of crimesvfoch presumptive sentencing is
imprisonment. (These categories constitute the briglat @r¢éhe upper-left part of the sentencing
guideline on page 6.) Then, if the second-step classificaifocategoryS results inSH or H,
then the final outcome of aggregation becor8ds If the second-step classification of categ8ry
results inSL or L, then the final outcome of aggregation becor@es

Figure 4 shows the difference between conservative andalilebstricts for appointed and
elected judges. As in the case of the baseline measure fttvedce between conservative and lib-
eral districts is substantially larger when judges aretetiaccompared to the case in which judges
are appointed. Figure 5 compares sentencing decisions imp€rats and Republicans under the
two systems. The pattern that the figure shows is similargaréi 3 in the main text of the paper
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in that elected Republicans do not exhibit harsher semgremmpared with elected Democrats.

Figure 4: Sentencing Patterns based on Alternative MeaSur@cross selection systems and
political orientations
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Figure 5: Sentencing Patterns based on Alternative MeaSur@cross selection systems and

parties
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1.3.2 Alternative Measure B: Aggregation from 5 decisionsd 5 decisions

The second alternative measure (“alternative measuret&t)we consider is similar to alterna-
tive measure A considered above. This measure is also ootesdrin two steps. The first step in
constructing this measure is identical to the first step mstwicting alternative measure A. Addi-
tionally, if the first step results ih, SL, SH, or H, no further classification occurs. If the first step
results inS, we divide the categor$ into three subcategorieSH, S, andSL, by giving weights
only to the categories of cases for which presumptive seirtgnis imprisonment. If the second
step yieldd for decisions in a judge-period classified3is the first step, the final outcome of the



aggregation becomed.. If the second step yieldd for decisions in a judge-period classified as
Sin the first step, the final outcome of the aggregation becdhledf the second step results in
S, S or SH, for decisions in a judge-period classifiedSis the first step, then the final outcome
of the aggregation becom&s In brief, construction of alternative measure B differsnfrthat of
alternative measure A in that the subcatego8esndSH in the second step results 8for the
final outcome for alternative measure B, which is not the cdisdternative measure A.

Figure 6 shows the sentencing patterns in conservativeibedl districts for appointed and
elected judges, based on alternative measure B. Figurensshe sentencing patterns by Democrats
and Republicans for the two selection systems. The semtgpeitterns shown in the two figures

are almost identical to the patterns shown in Figure 4 andrEi§ based on alternative measure
A.

Figure 6: Sentencing Patterns based on Alternative Medsuracross political orientations and

selection systems
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Figure 7: Sentencing Patterns based on Alternative Medsur&cross parties and selection sys-

tems
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1.3.3 Alternative Measure C: Aggregation from 3 decisionsd 3 decisions

For the third alternative measure (“alternative measupeti@t we consider, we use only the cat-
egories of cases for which presumptive sentencing is immpngent. The aggregation procedure
consists of only one step, and the final outcome of the aggjoeghbelongs to one afhree cate-
gories:H, S, or L. In contrast to alternative measures A and B, the sentert@oggion in each
criminal case is first classified into one of the three categomitigated, standard, or aggravated.
(This is similar to the aggregation procedure that gave teelne measure). Then, we aggre-
gate sentencing decisions in each judge-period into oneeathtree categoriesH, S, or L, using
standard prison time as the weight. (This part of the proeegualmost identical to the first step
of the baseline aggregation procedure described in Settibh The difference from the baseline
measure is that we use only the cases for which presumptiterseng is imprisonment. Figure 8
and 9 again show the robustness of the major sentencingnmatte

Figure 8: Sentencing Patterns based on Alternative Med&3uracross political orientations and
selection systems
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The three alternative measures that we documented in tbi®seshow that the major sen-
tencing patterns that were introduced in the main text optiqger are invariant to the aggregation
procedures. In the next section, we document the historysantb-economic characteristics of
judicial selection systems in Kansas that are related ttde8 of the main text of the paper.
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Figure 9: Sentencing Patterns based on Alternative Med&3uracross parties and selection sys-
tems
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2 Details of the Judicial Selection Systems in Kansas

2.1 History

In this section, we describe the history of the two selecsigstems in Kansas Until the middle

of the 20th century, Kansas elected all judges and justarassfstate court. In the year 1958, they
amended the constitution to appoint justices for the stapeesne court. In 1972, they amended
the constitution to allow for an appointment system forrisstcourt judges. Then, in the 1974
general election, there was a question on the ballot aslotgys in each district whether to use
appointment or election for their district court judgesisilas the origin of the co-existence of the
two systems in the state. Selection systems are prescrjbgdible 3 of the Kansas Constitutich.

2.2 Relationship between the judicial selection systems drsocio-economic
characteristics

In Section Il.A of the main paper, we described the overatflilsirity of districts that belong to
the two systems, in terms of major social and political cbiéstics. In this section, we further
investigate socio-economic characteristics of the jadlistricts under the two systems. We focus
on the following variables: income, crime rate, industghbracteristics, and the level of educa-
tion. We investigate the relationships at the county-lévé¥e conduct the analysis at two time

3A similar description of the history of the two systems in I§as can be found in the American Judicature Soci-
ety’s web site on judicial selection systems (http://wwidigialselection.us/judiciaelection).

4See the following web page for details: http://www.kstilid/constitution/art3.html

SEven though the operating unit of the system is judicialriistusing county-level data helps us to have a large
number of observations, which makes it easier to detectystgmatic differences between the two systems.
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points, the 1970s and the 1990s, for the following reasoreschose the 1970s because it was
the period when the appointment system was adopted; we ¢thesE90s to see whether there
are correlations between socio-economic characterigtidsthe systems that did not exist in the
1970s but evolved later. The data source is the City and @dbata Book in 1977 and 2000,
by the U.S. Census Bureau. In the logit regressions we shéawh@able 7 and Table 9), the
dependent variable is the system, a dummy variable thas tedee 1 when a county belongs to
the system of appointment and yes-or-no vote, and take® Waluhen a county belongs to the
system of competitive election.

For the 1970s, we focus on the following four variables: @gita income, crime rate per 1,000
population, percentage of population in farming, and paiaage of employment in manufacturing.
Table 6 shows the descriptive statistics, and Table 7 shiogvsaisult of the logit regression. (We
did not include education-related variables, becausedhegot available for Kansas in the 1970s.
As for income, we include per capita income rather than nreisieome, because median income
was available only for family income, not for individual imme.) None of the variables have a
statistically significant effect on the probability that@uaty adopts the system of appointment.

Table 6: Descriptive Statistics: County-level Socio-eamoit Characteristics in 1970s

variable year | mean| std. dev.] min | max
per capita income 1974 | 4717.4) 945.29| 3415| 7420
crime rate (per 1,000 population) 1977| 20.62 18.07| .25|97.66
employment in manufacturing (%)1970( 10.00 7.74 8| 321
farming population (%) 1970| 23.26 1191 .39|51.54

Table 7: Logit Regression of Systems on Socio-economicacieristics in 1970s

variable | coefficient| std. err.| z| P>|z]
constant .0034| 1.8122| 0.00| 0.998
per capita income -.0003| .0003|-1.47| 0.141
crime rate .0197| .0180| 1.09| 0.276
employment in manufacturing .0705| .0382| 1.84| 0.065
percentage of farming populatign .0306| .0276| 1.11| 0.267

For the 1990s, we focus on the following variables: mediaoine, crime rate per 1,000 pop-
ulation, percentage of population in farming, percentdgmpulation with high school education
or higher, and percentage of population with bachelor'seegr higher. For the 1990s, we do not
include percentage of employment in manufacturing, bex#us variable is not available for the
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majority of counties in Kansas for this period. Descriptstatistics are in Table 8. Table 9 shows
the results of the logit regression. No variables have dficoait estimate that is statistically sig-
nificant at the 5% level. Only the coefficient of the crime riatstatistically significantly related to
the system at the 10% level. Moreover, even for the crimesy#te magnitude of the coefficient is
fairly small. In Table 10, we also document the result of est{comparison of mean crime rates
between the two systems). The magnitude of overall difiezdoretween the two systems in mean
crime rates is much smaller than that of variance within frstesns.

Table 8: Descriptive Statistics: County-level Socio-emmiic Characteristics in 1990s

variable year mean| std. dev., min max
median income 1997 || 33389.20| 5158.91| 23604 | 59870
crime rate (per 1,000 population) | 1997 26.86 20.44 .75 105.68
farming population (%) 1990 10.70 6.15 A 27.1
education: high school or higher (%)1990 77.67 452| 67.3 92.9
education: college or higher (%) 1990 14.58 5.09 8.1 40.5

Table 9: Logit Regression of Systems on Socio-economic&tearistics in 1990s

variable | coefficient| std. err.| z| P>|z]
constant -9.005166| 4.776122| -1.89| 0.059
median income .0000647| .0000504| 1.28| 0.199
crime rate .0269492| .0145273| 1.86| 0.064
farming population .0727795| .0510192| 1.43| 0.154
high school or higher .0746148| .0695045/ 1.07| 0.283
college or higher -.0317852| .0710383| -0.45| 0.655

Table 10: Two Sample T-test with Unequal Variances for Crivage

Group || Obs| Mean| Std. Error| Std. Dev| 95 % Confidence Interval
Election|| 53| 23.98 2.60 18.94 [18.76, 29.20]
Appointment|| 52| 29.80 3.00 21.66 [23.77, 35.83]
Combined| 105 | 26.86 1.99 20.44 [22.91, 30.82]
Difference -5.81 3.97 [-13.69, 2.07]

Difference = mean (election) - mean (appointment)

Ho : difference= 0, t-value = -1.46, Pf|T| > |t|} =0.1466

The result of the logit regressions shown above allevidtessoncern for the possibility that
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differences in sentencing decisions between the system$iava been caused by the unobserved
heterogeneities of the judicial districts.

In the next section, we describe how the political climatkiolh captures the stochastic aspect
of voters’ party preferences, is coded.

3 Political Climate

As stated in the main paper, the political climate is one @f tree states - ‘favorable to Re-
publican’, ‘neutral’, or ‘favorable to Democrat’. The me&s is based on each judicial district's
normalized vote share of Democrats in presidential andmpatberial elections. We separately con-
struct the state-of-the-district variables from prestd@wote shares and gubernatorial vote shares.
This is because the meaning of the state-level Republicdamocratic parties can differ from
the meaning of the national ones. However, we keep the frazie® of the three states (‘favorable
to Republican’, ‘neutral’, and ‘favorable to Democrat’ ) sistent across the presidential elections
and gubernatorial elections. In our data, judges face treethtates ‘favorable to Republican’,
‘neutral’, and ‘favorable to Democrat’ for 30.1%, 47.2%d&2P.7% of the time, respectively.

The relationship between the classification of the polititienate and the district-level Demo-
cratic vote share in presidential election years is deedrib Table 11. The 248 observations in
Table 11 are from 8 presidential elections and 31 judicisiraiits in Kansas from 1976 to 2004.
The table shows asymmetry of classification, yielding re¢dy small frequencies of the state

Table 11: Classification of Political Climate — presidehgi@ction years

Normalized Democratic Vote Share (%)

Political Climate Frequency| — .
mean| std. dev.| minimum | maximum
favorable to Republican 85 30.0 3.9 18.4 33.3
neutral 117 39.7 3.6 33.5 45.6
favorable to Democrat 46 52.9 6.9 46.1 72.8

‘favorable to Democrat’. Since the distribution of distrievel Democratic vote share is right-
skewed, equally dividing the three states based on fregeemeould yield a disproportionately
long interval of vote share being classified as the statettve to Democrat’. The political cli-
mate variable not only means the relative preference ofrspkeit it also has a meaning in terms
of the absolute level of vote share. Additionally, the diésation in Table 11 is balanced given the
overall shape of the vote share distribution. The classi@inaof political climate in gubernatorial
election years is summarized in Table 12. The 248 obsenairothe table are based on 8 guber-
natorial elections and 31 judicial districts in Kansas frb&v8 to 2006. The rationale behind the
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Table 12: Classification of Political Climate — gubernatbelection years

Normalized Democratic Vote Share (%)

Political Climate Frequency . .
mean| std. dev.| minimum | maximum
favorable to Republican 108 33.6 9.3 16.2 46.5
neutral 102 52.1 3.1 46.5 57.0
favorable to Democrat 38 63.7 6.7 57.1 80.6

classification using gubernatorial election years is sino the one for presidential election years.
We summarize the relative frequency of the political cliesathat judges face in conservative and

Table 13: Relative Frequency of Political Climate that Jslface (%)

Appointed Elected
Conservative Liberal | Conservative Liberal
favorable to Republicarn 41.70 17.51 60.20 16.83 | 30.05

neutral 50.87 33.95 38.80 57.23 | 47.24
favorable to Democrat 7.43 48.54 1.00 25.94 | 22.71

Political Climate Overall

liberal districts under the two systems in Table 13. In thet section, we describe the details of
the exit decisions in the data.

4 Exit Decisions

As described in the main paper, a judge makes an exit deasitre end of each period. In our
data, we have 1541 observations of exit decisions and otbdesof exit. We show the overall
distribution of exit decisions in two different situatioms Table 14 and Table 15: (a) when the
seat is not up for reelection (i.e., when a judge is in the fiestod of a term), and (b) when the
seat is up for reelection (when a judge is in the second pefiaderm). The two other modes of
termination - death and promotion - in the table are not aedias voluntary exit in our estimation.

5 An Alternative Specification for Appointed Judges

In the main text of the paper, we assumed that appointed guaigereelected with probability 1.
In this section, we introduce an alternative specificatibtihe reelection probability of appointed
judges. Since we do not have any observation of defeat, thigitpnodel (which we used for
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Table 14: Exit Decisions and Other Modes of Termination - mtie seat is not up for reelection

Appointed Elected
Frequency| Proportion(%)|| Frequency| Proportion(%)
Voluntary Exit 18 4.49 9 242
Staying 377 94.01 358 96.24
Death 0 0.00 1 0.27
Promotion 6 1.50 4 1.08

Table 15: Exit Decisions and Other Modes of Termination - mitie seat is up for reelection

Appointed Elected
Frequency| Proportion(%)|| Frequency| Proportion(%)
Voluntary Exit 13 3.00 28 8.38
Running 420 96.77 302 90.42
Death 0 0.00 2 0.60
Promotion 1 0.23 2 0.60

elected judges) is not feasible for appointed judges. Hemeeise a probabilistic voting model in
which we identify the reelection probability function withe distribution of the vote share. We
specify the model, discuss identification, describe tha datvote share, and show the results.

5.1 Model

When appointed judges run for reelection, they do not faedl@mgers. Voters in the district take
a yes-or-no vote for the incumbent. The probabilistic vptmodel consists of three elements:
voter utility from observable characteristics and seritgndecisions of the incumbent, individual
voters’ idiosyncratic taste shocks, and district-levetéashock$. A voter votes for the incumbent
when the total of the three utility components is larger tharo. Or, equivalently (and for ease
of exposition), a voter votes for the incumbent when the sditwwvo components - utility from
observables of the incumbent and his (voter’s) idiosymctaste shock - exceeds a district-level
threshold, which is also a random variable. That is, vptarthe district of judge at periodt casts
a yes-vote if
h(XRit) +€jt > Nait,

8For papers describing the probabilistic voting model amdipirical application, see the following: Lindbeck, A.,

and J. Weibull (1987): “Balanced-budget RedistributiorPafitical Equilibrium,”Public Choice, 52, and Stromberg,

D. (2008), “How the Electoral College Influences CampaigmsRolicy: The Probability of Being FloridaAmerican
Economic Review, 98-3.
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where XR;; is a state vector (a bundle of observables and sentencingiales of incumbents),
h(XRy) is voters’ utility from XRy, €j; is voter j’s idiosyncratic taste shockyait is district-level
taste shock, anej; andnai follow normal distributiongj; ~ N(0,1) andnait ~ N(0,0%). The
specification of the functioh(-) is identical to that of the latent variabig-) we used for elected
judges.

For a realization of district-level taste shagki;, the vote share of the incumbent is

1—®(—h(XRy) +nait) = P(h(XRit) — Nait),

where®(-) is the cumulative distribution function of standard normgtribution. Additionally,
the ex-ante reelection probability of a judge with state vecXiR; (before realization ofjit) is

reelection probability = Pr{d)(h(XRit) —Nait) > %}

OA
Remark: The above mathematical relation between distributionaté\share and reelection
probability hinges on the fact that voters always have twedigptions (yes or no for the incum-
bent). We cannot apply a probabilistic voting model to eddgtidges, since an elected judge may
often face no challengers if he is strong. That is, we caneove the above relation between vote
share and reelection probability for elected judges.

5.2 Identification

Parameters of the probabilistic voting model are identifiech the variation of the share of yes-
votes across time and districts. Since we observe only thpoption of voters who voted yes,
not individual voters’ utility from incumbents, the parametasf voter utility from incumbents
(h(XRi)) are identifiedonly up to scale. Hence, we normalize the variance of individual voters’
taste shock to 1. Then, parameterdf) capture the relationship between variatiorkiR;; and
variation in the share of yes-votes. Variation in vote shayeexplained by variation iXR;; is
attributed to district-level taste shogl;;.

5.3 Data: Distribution of Yes-vote Share

Since an appointed judge loses in reelection when the yesshare is below 50%, the reelection
probability function is determined by the overall frequgticat the yes-vote share falls under (or
close to) 50% and the variation in observable variableshiggection, we document the overall
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distribution of the yes-vote share and its relationshipdp &bservables (sentencing decision and
political climate).

5 6 7 8 B
vote_share

Figure 10: Distribution of the Yes-vote Share of Appointeddes (All Sample)

—_r By Overall Sentencing By Political Climate
Statistics|| All Sample Low | Middle | High | Favorable| Neutral | Unfavorable
Mean 76.52| 75.52| 76.34| 75.29 75.81| 77.03 76.49
Std. Dev. 594| 5.92 4.70| 3.81 6.08 5.81 5.97
Minimum 50.86| 51.33| 63.46| 65.75 50.86| 51.33 58.14
Maximum 89.04| 88.29| 84.58| 83.48 88.29| 89.04 85.51
10th percentile 69.64| 70.64| 71.33| 70.46 67.93| 70.96 68.84
25th percentile 72.77| 72.43| 73.56| 73.52 71.82| 73.95 72.19
50th percentile 76.91| 75.10| 76.75| 75.96 76.10| 77.70 76.76
75th percentile 80.96| 79.35| 79.07| 77.09 80.42| 80.39 81.88
90th percentile 83.87| 81.41| 82.45| 78.73 83.48| 84.13 84.06

Table 16: Summary Statistics of the Yes-vote Share (%) ofoipd Judges

Figure 10 and the second column (‘All Sample’) of Table 16vskize overall distribution of the
yes-vote share for the whole sample of reelection of appdijudges and its summary statistics,
respectively. The mean of the distribution is 76.52%, ttendard deviation is 5.94%, and the
10th percentile is 69.64%. These summary statistics shatthlere is very little variation in the
yes-vote share, and appointed judges are extremely sateofitbe time.

5.3.1 By Sentencing Decision

In this section, we document the overall distribution of-yete share of appointed judges by sen-
tencing decisions in the term preceding the reelection skoplicity of exposition, we categorize
the sentencing decisions in a term (two periods) as follga)df the pair of sentencing decisions in
the term is one of the following six combinations — (L,L), (8), (S,L), (SL,SL), (S,SL), or (SH,L)

— we classify the overall sentencing as “Low”, (b) if it is ookthe following three combinations
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-(S,9), (SH,SL), or (H,L) — we classify the overall sentegcas “Middle”, (c) if it is one of the
following six combinations — (H,H), (H,SH), (H,S), (SH,SH¥,SH), or (H,SL) — we classify the
overall sentencing as “High”. (This classification is sumnizeed in Table 17.) The third, fourth,

Table 17: Three categories of the Combinations of Sentgrigatisions

| Category| Combination of Sentencing Decisions |
Low | (L.L), (SL.L), (S,L), (SL,SL), (S,SL), and (SH,L)
Middle | (S,S), (SH,SL), and (H,L)
High (H,H), (H,SH), (H,S), (SH,SH), (S,SH), and (H,SL)

Low Sentencing Middle Sentencing High Sentencing

Figure 11: Distribution of the Yes-vote Share of Appointeddges by Overall Sentencing

and fifth columns of Table 16 and the histograms in Figure bivghe summary statistics and the
overall distribution of the yes-vote share of appointedgggiby sentencing decisions in the term
preceding the election. In all three categories, the meamnoisnd 75%, the standard deviation is
around 4-6%, and the 10th percentile is above 70%.

5.3.2 By Political Climate

The last three columns of Table 16 and the histograms in Eilaishow summary statistics and the
distribution of the yes-vote share of appointed judges utitee different conditions of political
climate: (a) when political climate is unfavorable to thetpdi.e., when a judge was initially
appointed by a Republican governor and the current pdlitibaate is favorable to Democrat,
or vice versa) (b) when political climate is neutral, (c) whaolitical climate is favorable to the
party (when a judge was initially appointed by a Republicamegnor and the political climate is
favorable to Republicans, or vice versa). Under all threeddmns of political climate, the mean
yes-vote share is above 75%, and the standard deviatioous@6%. Under all three conditions,
the 10th percentile is around 70%.
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Figure 12: Distribution of the Yes-vote Share of Appointeddes by Political Climate

5.4 Discussion

The overall distribution of the yes-vote share of appointettjes shown in the previous section
implies that appointed judges are extremely safepriori, having no observations of failure of
appointed judges maot necessarily imply that appointed judges are free from otiele con-
cerns. It may very well be the case that appointed judgessatljeir decisions just sufficiently
to be reelected. But, distribution of the yes-vote shareppbinted judges generated from such a
situation would normally have more observations of the ya®-share in a relatively low range
(i.e., 50~60% of vote share) than our data shows. Overall, the digiobwf the yes-vote share in
our data shows the mean (around 70%) well above the threstotlection (50%), with small
standard deviation. Hence, it is reasonable to considérahaointed judges are reelected with
probability 1. In the next section, we show that this assuomgn the model in the main text is
consistent with the estimation result of an alternativeegation in which reelection probability
of appointed judges is estimated with the probabilistiengpmodel specified above.

5.5 Estimation Result

The parameter estimates of the probabilistic voting mogetsgied above and their standard errors
are in Table 18. The specification oh(XRy) for appointed judges, used on page 18, is identical
to that ofg(XRy) for elected judges (specified in the appendix of the papag tlae definition of
each parameter amongs is identical to its counterpart amogs.

The second column of Table 19 shows the summary statistitseafote share simulated from
the estimated model parameters, and Figure 13 shows italbdistribution. The estimated model
has good performance in predicting the key summary stzisfithe overall vote share. Addition-

"The parameters were estimated along with other parametenstifie baseline model.

8Since there is only very little variation in the vote sharattis related to the covariates, the coefficient estimates
naturally have large standard errors. This feature is amo#ason why it is better to set the reelection probabifity o
appointed judges at 1 (as in the main text of the paper) r#itla@rto estimate it.
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Table 18: Parameter Estimates - Reelection Probabilitypgfodnted Judges

Parametef Component of the Model || Estimate| Std. Error®
Y1 Constant 1.3211 0.7631
Jpc Scale - Democrat, conservativeg 0.2526 0.4301
JoL Scale - Democrat, liberal 0.3252 0.4249
Qre Scale - Republican, conservative 0.2510 0.4336
Dre Scale - Republican, liberal 0.3151 0.4285
Xc Bliss point - conservative districts 0.9795 0.8316
XL Bliss point - liberal districts 0.2387 0.5491
Ot Common scale parameter 0.6512 0.7279
Y3 I [Noncrime] -0.4893 0.7592
Wa Ageit -0.0018 0.0010
Ws Tenure; -0.0107 0.0035
We |[SOD = 1] x| [Party; = D] -0.0147 0.0396
Wy | [SOD = 2] x| [Party; = D] 0.0328 0.0424
s |[SOD = 3] x| [Party; = D] -0.0207 0.0463
Wo I[SOD = 1] x| [Party; = R 0.0598 0.0408
W1o |[SOD = 3]« | [Party; = R] -0.0358 0.0571
oA Std. Dev of the Taste Shocjxit 0.1782 0.0059

ally, the overall distribution of the vote share predicteahi the estimated model, in Figure 13,
is similar to the empirical observation. (It covers the mafigm around 50% to 90% with slight
left-skewness.)

The last column of Table 19 shows the summary statistics @frélelection probability pre-
dicted from the estimated model. This clearly shows thaktieextremely small variation in the
reelection probability of appointed judges, ahdwhole distribution lies between 99% and 100%
reelection probability. Therefore, we can conclude that it is a reasonable appeiomto con-
sider that appointed judges are reelected with almost pibityal irrespective of their sentencing
behavior.

6 Procedures of Counterfactual Experiments

In this section, we describe how counterfactual experim@ntSection VI.A of the main paper
are conducted. In both counterfactual experiments, we assnpeter values of the model that are
estimated in the main analysis. The exact procedure of ediactual experiments is as follows.
Step 1 (value function calculation) As in the estimation procedure, we solve a dynamic
programming problem by backward induction, using the patans of the model. That is, we
compute the present discounted value of each decision fierast period and proceed backward.
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Table 19: Vote Share and Reelection Probability of Appaliiedges from the Estimated Model

. Predicted Predicted
Statistics Vote Share (%) Reelection Probability (%)
Mean 76.39 99.99351
Std. Dev. 5.85 0.01385
10th percentile 68.72 99.98407
25th percentile 72.69 99.99390
50th percentile 76.75 99.99789
75th percentile 80.53 99.99937
90th percentile 83.68 99.99980

Figure 13: Predicted Distribution of the Yes-vote Share ppginted Judges

The difference between the estimation procedure and thetedactual experiments is that we
use a hypothetical reelection probability function in siation (a) (life-tenure) and hypothetical
preference distribution in simulation (b). That s, in siation (a), we replace the actual reelection
probability function with the hypothetical “reelectiongtrability=1". In simulation (b) where
appointed judges face competitive elections, we replaeeted judges’ preference distribution
with that of appointed judges.

Step 2 (drawing initial conditions): We set the distribution of initial conditions of individua
judges (entry age, pre-entry work experience, party, eticthe empirical distribution in the data.
We draw 10,000 judges from this distribution.

Step 3 (simulation of decisions)We simulate the decision of each judge with initial coraiis
drawn from Step 2, from the initial period to the period a#it. From the initial period, we move
forward simulating each judge’s decision and random coraptsthat affect decisions (e.g., taste
shocks, political climate, reelection uncertainty, etc.)

Step 4 (aggregation) Aggregate decisions simulated in Step 3.
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