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Online Appendix A The determinants of retail drug prices

In the main text, we argue that two conditions that generate price differences between state-owned

and private firms are the higher bargaining power of the former in the wholesale market and the

exercise of market power of the latter in the retail market. In this section, we present a model that

formalizes this intuition.

A.1 Setup

We consider a sequential monopoly model with Nash bargaining. An upstream monopoly produces

a drug that is sold to a retail pharmacy that is a downstream monopoly. The model allows for this

downstream firm to represent the private pharmacy, the public pharmacy, or some combination be-

tween them—we specify how the downstream firm’s objective function captures these possibilities

below. The marginal cost of the upstream monopoly is c and the wholesale price the retailer pays

is t. There are no additional marginal costs downstream.

We start by introducing the objective functions of the upstream firm and the retailer. The

upstream monopoly maximizes profits:

ΠU(t) = (t � c)q̄(t);

where q̄(t) � q(p(t)) are the sales that result when the downstream retailer chooses the optimal

retail price given the wholesale price t.

The downstream firm sets prices by taking into account both profits and consumer surplus, with

a weight on consumer surplus equal to �. Omitting the dependence of prices with respect to the

wholesale price, the objective function of the retailer is:

VD(p) =
�
p � t

�
q
�
p
�

+ �CS
�
p
�
;

where q(p) is the demand function, for which we assume q0(p) < 0 and q00(p) � 0. The parameter �

measures the degree of alignment between the retailer and consumers. If � < 1, the retailer values

profits more than consumer welfare; � > 1 implies that the retailer values consumer welfare more

than profits; and � = 1 means that consumer welfare and profits are valued equally by the retailer

and hence that the retailer maximizes total welfare.1 In terms of the downstream market structure,

this specification of the retailer objective is akin to a mixed oligopoly model for the retail market

1See also Timmins (2002) and Gowrisankaran et al. (2015) for similar specifications of firm objectives when
aligned with consumers.
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in which private and state-owned firms compete (see, e.g., Merrill and Schneider 1966; Beato and

Mas-Colell 1984; De Fraja and Delbono 1989; Cremer et al. 1991; Duarte et al. 2021).

Bargaining over wholesale price. The upstream and downstream firms bargain over wholesale

prices. The wholesale price t maximizes the Nash product of the gains from trade for both firms:

VD
�
p(t)

��
�

�
ΠU (t)

�1�� ;

where � is the bargaining power of the retailer.

Optimal pricing upstream and downstream. The first-order condition of the Nash bargaining

problem is:

(1) (t � c)q0
�
p
�

p0(t) + q =

 
�

1 � �

!
t � c

(p � t) + �CS
q

� q;

where it is useful to note that this equation simplifies to the standard first order condition of the

bilateral monopoly model in the case of � = 0, where the retailer places no weight on consumer

surplus (Lee et al., 2021).

The optimal retailer price is given by:

p = t �
q
q0
� �

CS 0

q0
;

which, by using the fact that CS 0 = �q(p), simplifies to:

p = t � (1 � �)
q
q0
;

which only holds when � < 1. When � � 1, the downstream firm is at a corner solution where it

sets prices at marginal cost, namely p = t. Overall, the optimal price downstream is given by:

(2) p =

8>>>><>>>>:t � (1 � �) q
q0 � < 1

t � � 1:

Market outcomes are jointly determined by equations (1) and (2), and depend on the bargaining

power of the retailer and the extent to which the retailer is aligned with consumers and value

consumer surplus.
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A.2 Comparative Statics

In this section, we deliver the main results of the model. In particular, we show how wholesale

and retail prices vary with the retailer's bargaining power and market power, which depend on the

parameters� and� , respectively. These are the results that map to the two conditions we discuss

in the main text for why public state-owned �rms may o� er lower prices than private �rms in our

setting. We start by introducing three assumptions:

Assumption 1(Decreasing Marginal Revenue). Marginal revenue MR(q) = p(q) + qp0(q) is de-

creasing in q, where p(q) is the inverse demand curve.

Assumption 2. qq00

q02 is weakly increasing in p.

Assumption 3. q2

� q0 � CS � 0.

These assumptions provide conditions under which the two comparative statics of interest hold.

Assumption 1 guarantees the existence of a pro�t-maximizing price for a monopolist facing a

convex cost function and is implied by log-concavity of demand (see e.g., Kang and Vasserman

2022). Assumption 3 is also implied by log-concavity, as shown in Section A.4.1. Log concavity is

a commonly-used assumption in industrial organization, and hence it is not particularly restrictive

(Bagnoli and Bergstrom, 2006). This property of demand ensures that the �rst order condition of

the monopoly is su� cient for pro�t maximization.

We start by establishing general results for how market outcomes vary with the degree of bar-

gaining power downstream,� . Lemma 1 shows that under Assumption 1 and Assumption 2, whole-

sale prices and downstream prices are decreasing on the retailer's bargaining power� .

Lemma 1. Wholesale prices and retail prices are decreasing in the bargaining power of the re-

tailer. For � � 1 and if Assumption 1 holds, then@t=@� <0 and @p=@� <0. For � < 1 and if

Assumption 1 and 2 hold, then@t=@� <0 and@p=@� <0.

Proof. See Section A.4.3 �

We now establish general results for how market outcomes vary with the extent of alignment

between the retailer and consumers,� . When� � 1, the retailer sets its price to be equal to the

wholesale price,p = t. Lemma 2 shows that in this case, the wholesale price and the retail price are

independent of� . When� < 1, the wholesale price is not always decreasing with� . The intuition

is as follows: as� goes up, the retailer would like to give away pro�ts to increase output. In some

cases, this allows the upstream �rm to set a higher wholesale price. Regardless, Lemma 2 shows

that retail prices are decreasing with� under Assumptions 1, 2 and 3, which is the result of main

interest in our context.
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Lemma 2. The retail price is weakly decreasing in the weight given to consumer surplus,� . In

particular, for � � 1 we show that@p=@�= 0 and@t=@�= 0. For � < 1 and if Assumptions 1, 2,

and 3 hold, then@p
@� < 0.

Proof. See Section A.4.4. �

A.3 Parametric Examples

Lemmas 1 and 2 provide general conditions under which retail prices are lower when retailers have

more bargaining power, and when retailers are more aligned with consumers. These conditions

hold for multiple families of demand that satisfy combinations of Assumptions 1, 2, and 3. To

provide examples for these results, Lemmas 3-7 show that retail prices are weakly decreasing with

� and� for commonly used families of demand functions.

Lemma 3 (CES demand). Consider the CES demand function of the form q= p� , with � < � 1.

With CES demand, wholesale and retail prices are weakly decreasing in the bargaining power

downstream and in the weight given to consumer surplus. For� < 1, @p
@� < 0 and @p

@� < 0, and in

addition @t
@� < 0 and @t

@� = 0. For � � 1, @p
@� < 0 and @p

@� = 0, and in addition@t
@� < 0 and @t

@� = 0.

Proof. See Section A.4.5. �

Lemma 4 (Constant marginal revenue). Consider a demand function that features a constant

marginal revenue curve q= 1
p� a (CMR demand). With CMR demand, wholesale prices and re-

tail prices are weakly decreasing in the bargaining power downstream and in the weight given to

consumer surplus. For� < 1, @p
@� < 0 and @p

@� < 0, and in addition@t
@� < 0 and @t

@� < 0. For � � 1,
@p
@� < 0 and @p

@� = 0, and in addition@t
@� < 0 and @t

@� = 0.

Proof. See Section A.4.6. �

Lemma 5 (Logit demand). Consider a logit demand function q= e� � p

1+e� � p . With logit demand,

retailer prices are weakly decreasing in the retailer's bargaining power and in the weight given to

consumer surplus. For� < 1, @p
@� < 0 and @p

@� < 0, and in addition@t
@� < 0. For � � 1, @p

@� < 0 and
@p
@� = 0, and in addition@t

@� < 0 and @t
@� = 0.

Proof. See Section A.4.7. �

Lemma 6 (Exponential demand). Consider an exponential demand function q= e� � p. With expo-

nential demand, retail prices are weakly decreasing in the retailer's bargaining power and in the

weight given to consumer surplus. For� < 1, @p
@� < 0 and @p

@� < 0, and in addition@t
@� < 0. For

� � 1, @p
@� < 0 and @p

@� = 0, and in addition@t
@� < 0 and @t

@� = 0.
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Proof. See Section A.4.8. �

Lemma 7(� -linear demand). Consider a� -linear demand function q= (a� bp)1=� . With� � linear

demand, retail prices are weakly decreasing in the retailer's bargaining power and in the weight

given to consumer surplus. For� < 1, @p
@� < 0 and @p

@� < 0, and in addition@t
@� < 0. For � � 1,

@p
@� < 0 and @p

@� = 0, and in addition@t
@� < 0 and @t

@� = 0.

Proof. See Section A.4.9. �

A.4 Additional Lemmas and Proofs

A.4.1 Assumption 3 and log-concavity

Lemma 8. If q is twice di� erentiable and log-concave, then Assumption 3 holds:q2

� q0 � CS � 0.

Proof. Sinceq is di� erentiable,q0exists and is �nite. q2

� q0 = 0 andCS = 0 if q = 0. As limp! +1 q =

0, limp!1
q2

� q0 � CS = 0. Taking the derivatives off (p) B q2

� q0 � CS, we get:

f 0(p) =
� 2qq02 + q2q00

q02
+ q =

� qq02 + q2q00

q02
= q

� q02 + qq00

q02
< 0;

asq is log-concave. Sof (p) is decreasing inp. From limp!1 f (p) = 0 we getf (p) � 0. �

A.4.2 Decreasing Marginal Revenue

We provide an equivalent expression of decreasing marginal revenue for a twice-di� erentiable

function.

Lemma 9. If q is twice di� erentiable, then2q02 � qq00� 0 if and only if q has decreasing marginal

revenue.

Proof. Rewrite marginal revenueMR as a function ofp by inverse function theorem:

MR(p) = p +
q(p)
q0(p)

:

Taking the derivative with respect top yields:

MR0(p) = 1 +
q02 � qq00

q02
=

2q02 � qq00

q02
:

so that marginal revenue is increasing inp if and only if 2q02 � qq00 � 0. Sinceq is decreasing in

p, marginal revenue is decreasing inq if and only if 2q02 � qq00� 0. �
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A.4.3 Proof of Lemma 1

Case 1:� < 1 In this case, the �rst order condition for the retailer holds and therefore:

F2 B p � t + (1 � � )
q
q0

= 0:

Taking the derivatives with respect tot yields:

dp
dt

= �
@F2
@t

@F2
@p

=
1

� + (1 � � )
2(q0)2

� qq00

(q0)2

:

By Assumption 1,dp
dt > 0. Imposing conditionF2 on Equation (1), we obtain:

F1 B �
q

q0p0

q + 1
t� c

+
1 � �

�

2
66664� (1 � � )

q2

q0
+ � CS

3
77775= 0;

such that:

@F1

@�
= �

1
� 2

2
66664� (1 � � )

q2

q0
+ � CS

3
77775

@F1

@t
= �

(2q02� qq00)p02� qq0p00

q + q0p0(t� c)+q
(t� c)2

�
q0p0

q + 1
t� c

� 2 +
1 � �

�

2
66664� (1 � � )

qp0(2q02 � qq00)
q02

� � qp0

3
77775:

It follows immediately that@F1
@� < 0. The sign ofp00is determined by

dqq00

q02

dp since:

p00=
(1 � � )

dqq00

q02

dp
dp
d�

[(2 � � ) � (1 � � )qq00

q02 ]2
:

From Assumption 2,
dqq00

q02

dp � 0, and thereforep00� 0. The �rst term of @F1
@� is weakly negative, and

the second term is negative, so@F1
@� < 0. Therefore@t

@� = �
@F1
@�

@F1
@t

< 0. In addition, we get@p
@� < 0 since

dp
dt > 0.

Case 2:� � 1 With a su� ciently high weight given to consumer surplus, in particular when� > 1,

the retailer will set the price equal to its marginal cost, as shown by equation (2). The Nash
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bargaining �rst-order condition in equation (1) becomes:

F B
� q2(t)(t � c)

(t � c)q0(t) + q(t)
+

1 � �
�

CS(t) = 0:

Taking the partial derivative with respect to� yields:

@F
@�

= �
1
� 2

CS(t) < 0;
@F
@t

= �
2q02� q00q

q + q0(t� c)+q
(t� c)2

�
q0

q + 1
t� c

� 2 �
1 � �

�
q < 0:

and it follows that under Assumption 1 that@t=@� <0.

A.4.4 Proof of Lemma 2

Case 1:� � 1 For � � 1, the retailer sets price equal to marginal cost,p = t. The Nash bargaining

�rst order condition is:

F B
� q2(t)(t � c)

(t � c)q0(t) + q(t)
+

1 � �
�

CS(t) = 0;

which does not contain� , so thatt does not depend on� . Thus @t
@� = 0. Fromp = t, we have@p

@� = 0.

Case 2:� < 1; � = 0 In the special case in which� = 0, the upstream �rm acts as a monopoly and

sets the wholesale price to maximize its pro�ts. In this case, the upstream �rm and retailer pro�t

functions become:

� U = (t � c)q(p)

VD = (p � t)q(p) + � CS(p);

and the upstream �rm and retailer �rst order conditions become:

F1 B (t � c)q0p0 + q = 0

F2 B p � t + (1 � � )
q
q0

= 0;

such that from the retailer's �rst order condition we obtain:

p0 = �
@F2
@t

@F2
@p

=
1

1 + (1 � � )q02� qq00

q02

;
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which we plug into the upstream �rm's �rst order condition to rewriteF1 as:

q + (t � c)q0 1

1 + (1 � � )q02� qq00

q02

= 0:

By combining the two �rst order conditions, we get:

F B

2
66666666664

q + (t � c)q0 1

1+(1� � ) q02� qq00

q02

p � t + (1 � � ) q
q0

3
77777777775

=

2
66666664
0

0

3
77777775:

Note that: 2
66666664

@F1
@�

@F2
@�

3
77777775=

2
66666664

(t � c)q0p02 q02� qq00

q02

� q
q0

3
77777775;

and the Jacobian matrix ofF is:

J B

2
66666664

@F1
@t

@F1
@p

@F2
@t

@F2
@p

3
77777775

2
6666666666664

q0p0 q0 + (t � c)

2
666664q

00p0 + q0p02(1 � � )
dqq00

q02

dp

3
777775

� 1 1
p0

3
7777777777775
;

while the determinant ofJ is:

det(J) = q0 + (t � c)

2
666666664
q00p0 + q0p02(1 � � )

dqq00

q02

dp

3
777777775

+
q0p0

p0

=
2q02 � qq00

q0
� (1 � � )qp0

dqq00

q02

dp
:

From Assumption 1 and Lemma 9, 2q02 � qq00 � 0. This yields2q02� qq00

q0 � 0. From assumption

2,
dqq00

q02

dp � 0. Sodet(J) � 0.

The inverse matrix ofJ is:

J� 1 =
1

det(J)

2
6666666666664

1
p0 � q0 � (t � c)

2
666664q

00p0 + q0p02(1 � � )
dqq00

q02

dp

3
777775

1 q0p0

3
7777777777775
;

ix



and using the implicit function theorem we show that:

@p
@�

= �
1

det(J)

2
66664q0p0 �

 
�

q
q0

!
+ (t � c)q0p02q02 � qq00

q02

3
77775

=
1

det(J)
qp02q02 � qq00

q02
< 0:

Case 3:� < 1; � < 1 Rewrite the �rst order condition for the bargaining problem as:

@�u
@t

� u
�

�
1 � �

q
VD

= 0 =) (1 � � )F2 � � q
� u

VD
= 0:

whereF2 B q + (t � c)q0(p)p0(t). The �rst order condition of the retailer is:

F1 B p � t + (1 � � )
q
q0

= 0:

Combining both conditions yields:

F B

2
66666664

F1

(1 � � )F2 � � q � u
VD

3
77777775=

2
66666664
0

0

3
77777775;

for which the partial derivative with respect to� is:

@F
@�

=

2
666666664

@F1
@�

(1 � � )@F2
@� � � q

@� u
VD
@�

3
777777775
:

and the Jacobian is:

J =

2
666666664

@F1
@t

@F1
@p

(1 � � )@F2
@t � � q

@� u
VD
@t (1 � � )@F2

@p � � q0 � u
VD

� � q
@� u

VD
@p

3
777777775
;

for which the determinant is:

det(J) = (1 � � )
 
@F1

@t
@F2

@p
�

@F1

@p
@F2

@t

!
+ �

2
6666664q

0 � u

VD
+ q

@� u
VD

@p
+ q

@� u
VD

@t
1

p0(t)

3
7777775:

We know that when� = 0, then@F1
@t

@F2
@p � @F1

@p
@F2
@t > 0. So we focus onM B q0 � u

VD
+q

@� u
VD

@P +q
@� u

VD
@t

1
p0(t) ,
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which can be simpli�ed toM = q
� VD p0

�
(1 + � )q0p0(t � c) + q

�
. This yields:

det(J) = (1 � � )
 
@F1

@t
@F2

@p
�

@F1

@p
@F2

@t

!
+

q
VD p0

�
(1 + � )q0p0(t � c) + q

�
:

where the �rst term is greater than 0 given� = 0. The second term is decreasing in� . When� ! 1,

t ! c because the wholesaler's pro�t has zero weight in the bargaining stage. Thus the second

term is equal to q2

VD p0 > 0. SojJj > 0 for all � . Thus, the inverse of the Jacobian is:

J� 1 =
1

det(J)

2
6666666664

(1 � � )@F2
@p � � q0 � u

VD
� � q

@� u
VD
@p � @F1

@p

� (1 � � )@F2
@t + � q

@� u
VD
@t

@F1
@t

3
7777777775
:

Using these results, we can write the partial derivative of retail price with respect to� as:

@p
@�

= �
1

det(J)

2
66666664(1 � � )

 
�

@F2

@t
@F1

@�
+

@F1@F2

@t

!
+ � q

0
BBBBBB@
@� u

VD

@t
@F1

@�
�

@� u
vD

@�
@F1

@t

1
CCCCCCA

3
77777775;

where since� = 0 we know that� @F2
@t

@F1
@� + @F1@F2

@t > 0, so we can focus on the sign of the last term:

@� u
VD

@t
@F1

@�
�

@� u
vD

@�
@F1

@t
=

"
�

q
q0

q(VD + � u)
VD

2
�

CS� u

VD
2

#
=

1
V2

D

2
66664�

q2

q0
VD + � u(�

q2

q0
� CS)

3
77775;

and from Assumption 3, we haveN > 0. Therefore,@p
@� < 0.

Case 4:� < 1; � = 1 In this case, the upstream �rm will set the wholesale price equal to the

marginal cost,t = c. Equation (2) can be written as:

F B (p � c)q0 + (1 � � )q = 0:

from where by taking partial derivatives with respect top we get:

@F
@p

=
�
q0 + (p � c)q00� + (1 � � )q0 = � q0 + (1 � � )

2q02 � qq00

q0
< 0

@F
@�

= � q < 0;

such that under Assumption 1,@p
@� = �

@F
@�
@F
@t

< 0.
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A.4.5 Proof for Lemma 3 (CES demand)

Notice that the CES function is not quasi-concave. Note also that Assumption 1 holds:

2q02 � qq00= 2� 2p2� � 2 � � (� � 1)p2� � 2 = � (� + 1)p2� � 2 > 0;

and that Assumption 2 holds:

(logq)0 + (logq00)0 � 2(log(� q0))0 = log(� � ) + log(1� � ) � 2 log(� � ) = log(1� � ) � log(� � ) > 0;

such that Lemma 1 implies that@p=@� <0 and@t=@� <0. However, Assumption 3 fails to hold

since:
p2�

� � p� � 1
+

p� +1

� + 1
=

p� +1

� �
+

p� +1

� + 1
=

� p� +1

� (� + 1)
< 0:

From equation (2) we get:

p =
�

� + (1 � � )
t;

and then from equation (1) we get:

(t � c)� p� � 1 �
� + (1 � � )

+ p� =
�

1 � �
t � c

� � 1
� +1� � t + � (� p

� +1)
;

which can be simpli�ed to:

� 2(t � c) + � t +
�

1 � �

�
� 2 + �

�
(t � c) = 0;

from where it follows thatt is independent of� , and so@t
@� = 0 and@p

@� = �
(� +(1� � ))2 t < 0.

A.4.6 Proof for Lemma 4 (CMR demand)

Notice that the CMR demand is not quasi-concave. Note also that Assumption 1 holds:

2q02 � qq00=
2

(p � a)4
�

2
(p � a)4

= 0;

and that Assumption 2 also holds given:

logq + logq00� 2 logq0 = � log(p � a) + log 2� 3 log(p � a) + 4 log(p � a) = log 2
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is constant onp, i.e., weakly increasing inp. Then from Lemma 1,dp=d� < 0 anddt=d� < 0.

However, Assumption 3 fails to hold since:

q2

� q0
� CS = 1 + log(p � a):

We now check the sign of@p
@� when� � 1. The �rst order condition for the Nash problem in

equation (1)) implies:

F B
�

1 � �

 
t � c
c � a

!
�

1 � �
�

� log � + log(t � a) � C = 0;

whereC is an arbitrary constant that nonetheless determines the price. Taking partial derivatives

yields:

@F
@t

=
�

(1 � � )(c � a)
+

1
t � a

> 0

@F
@�

= �
� � + (1 � � )

� 2
�

1
�

=
1 � �

� 2
> 0:

Using the implicit function theorem:

@t
@�

= �
@F
@�
@F
@t

< 0:

and plugging these terms back intop yields:

@p
@�

=
1
�

@t
@�

�
1
� 2

(t � a) < 0:

When� > 1, p = t. t is not a� ected by� . So @p
@� = @t

@� = 0.

A.4.7 Proof for Lemma 5 (Logit demand)

The logit demand is log-concave, since:

q02 � qq00= � 2q2(1 � q)2 � � 2q2(1 � q)(1 � 2q)

= � 2q2(1 � q)(1 � q � 1 + 2q) = � 2q3(1 � q) > 0:
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so that Assumptions 1 and 3 hold. In addition, Assumption 2 holds, since:

qq00

q02
=

� 2q2(1 � q)(1 � 2q)
� 2q2(1 � q)2

=
1 � 2q
1 � q

= 1 �
q

1 � q

is decreasing inq, and thus increasing inp.

A.4.8 Proof for Lemma 6 (Exponential demand)

The exponential function is log-concave since:

q02 � qq00= � 2e� 2� p � � 2e� � p � e� � p = 0;

so that Assumptions 1 and 3 hold. In addition, Assumption 2 also holds, since:

(logq)0 + (logq00)0 � 2(log(� q0))0 = � + � � 2� = 0:

A.4.9 Proof for Lemma 7 (� -linear Demand)

The� -linear function is log-concave since:

q02 � qq00= b21
�

(a � bp)2=� � 2 > 0;

so that Assumptions 1 and 3 hold. In addition, Assumption 2 also holds, since:

(logq)0 + (logq00)0 � 2(log(� q0))0 =
� b

a � bp
(
1
�

+
1
�

� 2 � 2(
1
�

� 1)) = 0:

Online Appendix B Experimental evidence on shopping behavior

Our experiment provided consumers with information on the availability of public pharmacies as

an a� ordable alternative for purchasing drugs. This appendix studies whether consumers learned

about the availability and attributes of public pharmacies, and whether knowing about them changed

their shopping behavior in the short term. We estimate the equation:

(3) yi = � Ti + X0
i  + � c(i) + " i;

whereyi is the outcome of interest;Ti indicates whether a consumer was treated;Xi is a vector

of controls that includes the dependent variable at baseline along with consumer age, education,
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gender, and indicators for whether the consumer is covered by public insurance and whether a

household member su� ers a chronic condition;� c(i) are county �xed e� ects. The coe� cient �

measures the average treatment e� ect of our informational intervention.

Information about public pharmacies rendered consumers more aware of their availability and

attributes. Panel A in Table A.10 displays these results. Columns (1) and (2) show that information

increased awareness about the availability of the public pharmacy by 7 percentage points, from a

baseline level of 77 percent. Moreover, columns (4) and (5) show that information shifted con-

sumer perceptions about drug prices at public pharmacies, which is their most salient attribute. In

particular, perceived public pharmacy prices decreased by 9 percent as a result of the intervention.

We also �nd that perceived waiting time for receiving drugs at the public pharmacy increased,

which is their main disadvantage relative to private pharmacies. In particular, perceived waiting

time increased by 20 percent.2 These results are consistent with consumers becoming aware of

public pharmacies and their competitive advantages and disadvantages relative to private pharma-

cies as public pharmacies enter local markets.

Consumers also seem to have reacted to the intervention in terms of shopping behavior. Panel B

in Table A.10 displays results from linear probability models for enrollment in the public pharmacy,

the decision to purchase, and the plan to use the pharmacy in the future. Although estimates are

imprecise, they are positive and economically meaningful. The point estimate in column (2) indi-

cates a 2-percentage-points increase in enrollment with public pharmacies by treated households—

almost a 30 percent increase relative to the mean of the control group. The results in column (5)

imply a 2.3-percentage-points increase in purchases in public pharmacies by treated households—

more than an 80 percent increase relative to a baseline share of 2.8 percent in the control group.

Finally, column (8) shows that our intervention increased the extent to which households plan to

use the public pharmacy by 5 percentage points, which is as much as 10 percent relative to the

baseline level for the control group.

Households with members who su� er chronic conditions react more strongly to the treatment.

Columns (3), (6), and (9) study heterogeneity along this margin. All e� ects are larger for house-

holds with chronic conditions, although the di� erences are not statistically signi�cant. Moreover,

the treatment e� ects on e� ective and planned purchases are marginally statistically signi�cant for

consumers with chronic conditions. Consumers with chronic conditions are more likely to pe-

riodically shop for drugs and thus the group for which short-term e� ects are more likely to be

2We address concerns related to sample attrition by reporting bounds suggested by Lee (2009) in Table A.10-A.
In all cases, point estimates for both the lower and upper bound have the same sign as our estimated treatment e� ects.
However, in some cases, the point estimate of the bound is not statistically di� erent from zero, which implies that
under relatively negative attrition scenarios, our treatment e� ects are not distinguishable from zero.
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detectable. Moreover, in many cases, public pharmacies prioritize the provision of drugs to treat

chronic conditions, and thus the information in our intervention may be less relevant for consumers

without any household member with a chronic condition. Treatment e� ects on consumers without

a household member with a chronic condition are indeed close to zero across outcomes.3

These results suggest that as public pharmacies enter local markets, consumers become aware

of their entry, their relative advantages in terms of lower prices, and their relative disadvantages

in terms of convenience. Moreover, our �ndings suggest that consumers value the availability

of public pharmacies and some—particularly those a� ected by a chronic condition—substitute

toward public pharmacies to take advantage of their lower drug prices.

Online Appendix C The price e� ects of competition by public pharmacies

In this section, we develop a simple model of consumer choice and �rm competition based on Chen

and Riordan (2008). The goal is to illustrate the conditions under which the entry of an additional

�rm to a market induces an increase or a decrease in the prices set by an incumbent �rm. The

environment is simple but captures several features of our setting.

C.1 Setup

Environment. There is a population of consumers of size one that faces the discrete choice

problem of purchasing from the incumbent, purchasing from the entrant, or not purchasing at

all, which is the outside option. We denote these options byj 2 fI ; E;Og, respectively. After

normalizing the value of the outside option to 0, the value that consumeri gets from each option is

uiI = viI � pr

uiE = viE � pu

uiO = 0

wherevi j is the willingness to pay andpj is the price of each option. Willingness to payvi is drawn

from a di� erentiable joint distributionH(v), and may feature average di� erences across �rms,

may be heterogeneous across consumers within each �rm and may be correlated across �rms.

Consumers choose the option that gives the highest utility, so that the probability that consumeri

3We report Lee bounds in Panel B in Table A.10 to address concerns about attrition. We �nd that point estimates
for both the lower and upper bound for all outcomes have the same sign as our estimated treatment e� ects, although
some of those bounds are not statistically di� erent from zero.
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chooses optionj is

� i j = P(ui j � uik 8k)

which induces demand functions

sj =
Z

� i j h(v)dv

which naturally depend on the set of �rms in the market.

On the supply side, the incumbent �rmI choosespI to maximize pro�ts sI (pI � cI ), which

leads to an optimal monopoly pricepm
I before entry and an optimal duopoly pricepd

I after entry.

The entrant �rm is meant to capture public pharmacies in our setting. As such, we assume it sets

prices at marginal cost to satisfy a break-even condition, which ispd
E = cE.4

C.2 When does entry increase prices?

The net price e� ects of entry depend on the relative importance of two competing forces: (i)

the extent of substitution away from the monopolist, which imposes downward pressure on the

incumbent price, and (ii) the extent to which the demand faced by the monopolist becomes steeper

after entry, which imposes upward pressure on the incumbent price. To establish this intuition

formally, we de�ne F(vI ) as the marginal distribution of willingness to pay for the incumbent

andG(vEjvI ) as the distribution of willingness to pay for the entrant, conditional on that for the

incumbent. Both of these distributions are de�ned under the joint distributionH(v). With this

notation, we can restate Theorem 1 in Chen and Riordan (2008), which establishes that—under a

few fairly general assumptions—the incumbent price will increase upon entry if and only if

Z 1

pm
I

[G(vjv) � G(pm
I jv)] f (v)dv � (pm

I � cI )
Z 1

pm
I

[g(pm
I jv) � g(vjv)] f (v)dv

and will otherwise decrease.

This condition compares the magnitude of the two e� ects of entry. The left-hand side of the

equation is themarket share e� ectof entry. This term measures the di� erence between the market

share the incumbent gets from charging the monopoly price as a monopoly and as a duopoly; that

is, before and after entry. The more market share the entrant takes away from the incumbent, the

stronger the incentives the incumbent has to decrease price in response to entry. The right-hand

side of the equation is theprice sensitivity e� ect of entry. The magnitude of this e� ect depends

on the di� erence between the slope of the residual demand curve the incumbent faces before and

after entry. The steeper the demand curve after entry relative to before entry, the lower the extent

4All results hold for the case in which the entrant sets a pro�t-maximizing price.
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of substitution away from the incumbent from marginal consumers upon entry, and therefore the

stronger the incentive of the incumbent to increase price upon entry.

The relative strength of these e� ects will largely depend on the distribution of consumer pref-

erences. For example, the likelihood of a price increase is higher with a negative correlation in

willingness to pay. In this case, substitution toward the entrant is lower than under a distribution

of preferences with a positive correlation. Moreover, those who substitute away from the incum-

bent are consumers with a relatively low willingness to pay for the incumbent among those who

purchase from the incumbent before entry, which leads to a steeper residual demand curve after

entry.

C.3 Simulation

In this section, we show the results of simulating the model. The goal is to show numerically how

di� erent parameter combinations yield di� erent predictions regarding the sign of the price e� ect

of entry.

Speci�cation. A key input in the simulation is the joint distribution of willingness to pay for the

�rms in the market,Hv, which we assume follows a joint normal distribution:

0
BBBBBBB@
vI

vE

1
CCCCCCCA� N

0
BBBBBBB@

� I

� E

;
� 2

I �� I � E

�� I � E � 2
E

1
CCCCCCCA

where the mean willingness to pay for each �rm is denoted by� I and� U . Di� erences between

� I and � U capture vertical di� erentiation between �rms and relative to the outside option. The

dispersion of willingness to pay is captured by the variances� 2
I and� 2

E, and the correlation between

the willingness to pay for the incumbent and the entrant is captured by� . If the willingness to pay

is positively correlated (� > 0), then consumers share similar preferences for both goods relative to

the outside option. If instead willingness to pay is negatively correlated (� < 0), then consumers

with a strong taste for one of the �rms have a weak taste for the other �rm. This parameter

determines the extent to which the slope of demand the incumbent faces changes upon entry, which

is key in determining the price e� ects of entry.

Simulation details. We simulate equilibrium prices and market shares for the environments be-

fore and after entry, for a range of parameters of the distribution of preferences. In particular, we

set� I and� E so that (� I + � E)=2 = 10 and� I=�E = k� for a a grid of values fork� from 1 to 10;

we set� I = � E = � and construct a grid of values for� from 1 to 15; and we construct a grid of

values for� between -1 and 1. We set marginal costs atcI = 6 andcE. For each combination of
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(k� ; �; � ), we solve for optimal prices and resulting market shares before and after entry.

C.4 Results

Results on price e� ects and the distribution of preferences. Our simulations illustrate that

consumer preferences over �rms play a key role in determining the equilibrium e� ects of entry on

prices. Figure A.5 displays results for simulations over a grid of values for heterogeneity in prefer-

ences� and correlation in preferences across �rms� , for relative mean preferences of� I=�E = 4.

These results show two main patterns. First, the price charged by the incumbent �rm is more

likely to increase when preferences for the incumbent are more negatively correlated with those for

the entrant. A more negative correlation implies that marginal consumers who substitute toward

the entrant are those with a low willingness to pay for the incumbent, which makes the residual

demand curve of the incumbent steeper and therefore imposes incentives to increase prices. This is

consistent with a stronger price-sensitivity e� ect. Second, the results show that the price charged

by the incumbent is more likely to increase when there is more dispersion in preferences, which is

partly driven by the fact that when such dispersion is low, the demand curve is �atter and there is

limited scope for price increases.

In the context of our setting and empirical results, this simulation suggests that the correlation

between preferences for private and public pharmacies is likely negative. This suggests that phar-

macy attributes—beyond drug prices—play an important role in pharmacy choice. An attribute

that could be important in generating this pattern is heterogeneity in consumer locations relative to

pharmacies: Consumers who live closer to private pharmacies are likely to pay more for them than

for public pharmacies, whereas the opposite may be true for consumers who live closer to public

pharmacies.

Results on price e� ects and the relative quality of the entrant. In addition to studying the

conditions under which incumbent prices increase upon entry, we use the model to illustrate the

importance of vertical quality di� erence in determining the penetration of the entrant and the di� er-

ences in prices between the incumbent and the entrant. Figure A.6 shows results from simulations

of the model for a grid of values for the relative quality of the incumbent� I=�E, while keeping

average quality across �rms �xed. We �x the remainder of the distribution of preferences to values

such that the price of the incumbent increases; namely,� = � 0:99 and� = 2:55.

We study the implications of vertical di� erentiation for market shares and prices. Panel A in

Figure A.6 shows that while the entrant is able to steal market share from the incumbent, the extent

of business stealing decreases substantially as the quality of the entrant relative to the incumbent

decreases. Panel B in Figure A.6 shows that the incumbent price is higher when the quality of

xix



the entrant relative to the incumbent is lower. Furthermore, these results also show that the price

e� ects of entry on the incumbent price depend on the relative quality of the entrant. The higher the

relative quality of the entrant, the more likely the incumbent price will decrease upon entry.

These results are consistent with our descriptive evidence and main empirical �ndings. In

Section 3.1, we documented that public pharmacies entered the market o� ering lower quality along

several dimensions, which suggests that� I=�E is relatively large in our setting. These results indeed

imply that entrants with low relative quality have low penetration, allow the incumbent to sustain

higher prices, and make it more likely that the incumbent will increase prices.
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